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Automation Potentials in Privacy Engineering

Christian Zimmermann1

Abstract: The GDPR enshrines the privacy by design paradigm in law, making sound privacy
engineering methods more important than ever. Integrating automation and extensive tool support
into the privacy engineering process has the potential to support organizations in streamlining the
implementation of privacy and data protection by design and reducing its cost. Based on a privacy
engineering reference process, this paper systematically investigates automation potential in privacy
engineering. In particular, it discusses potentials and implications of automation in privacy engineering
and illustrates directions for future research.
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1 Privacy by Design

The GDPR enshrines the “privacy by design”paradigm in law by stipulating “data protection
by design and default” in its Article 25. In order to fulfill the data protection by design and
default (DPbDD) obligations pursuant Art. 25 GDPR, data controllers need to consider
privacy and data protection risks early on in the design of systems for processing personal data.
Moreover, privacy and data protection need to be considered in the complete development
life-cycle [Eu19]. The implementation of a privacy engineering process can support
companies in doing so. Privacy engineering is “the discipline of understanding how to
include privacy as non-functional requirement in system engineering” [CSC14] and, hence,
a method to integrate the privacy by design paradigm [CSC14] into product development.
From a governance perspective, privacy engineering can also be defined as “engineering
data governance for personal information into the design and implementation of routines,
systems, and products that process personal information” [DFF14].

Developers of systems, devices and software for processing personal data are often no
privacy or legal experts and not able to fully consider data protection intricacies and
requirements [Ha18]. Consequently, privacy experts need to be involved in systems and
privacy engineering to support architects and developers. However, privacy experts are
sparse and costly, especially those with a background in both law and computer science.
Automating privacy engineering or specific steps of the privacy engineering process seems
to be a promising way to mitigate the sparsity of privacy experts and to reduce development
cost. Moreover, automation might also help companies establish a consistent minimum
level of quality with respect to analyses and measures for compliance with data protection
legislation.
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This paper investigates automation potentials in privacy engineering. In order to discuss
privacy engineering in a systematic manner, I first present and discuss a privacy engineering
reference process in Section 2. Subsequently, in Section 3, I identify potential for automation,
semi-automation or tool support in the individual steps of the reference process and illustrate
research streams to be addressed to foster automation of privacy engineering. Section 4
discusses advantages, disadvantages and limits of (semi-)automation in privacy engineering.
Section 5 concludes the paper.

2 Privacy Engineering Reference Process

The goal of privacy engineering is to ensure the implementation of appropriate measures
and safeguards for specific processing means and purposes. Figure 1 depicts the privacy
engineering reference process upon which the discussion in this paper is based. The presented
reference process is grounded in and extends the work by Hoepman [Ho14] and his mapping
of privacy design strategies and patterns to the software development cycle. I also draw
from Gürses et al. [GTD15] and Spiekermann & Cranor [SC09] and take into account the
GDPR, the EDPB’s Guidelines on Article 25 [Eu19] and the “Standard-Datenschutzmodell”
(SDM) [Ko16], the latter of which has been drafted by German DPAs. As can be seen, the
privacy engineering reference process can roughly be mapped to the “classic” software
development process (see also [Ho14]). The following will briefly introduce the individual
process steps and discuss associated challenges.

Fig. 1: Generic privacy engineering process

Note that the figure is not intended to imply a necessarily linear, one-time process but
a process that might (at least partly) need to be applied iteratively, e.g., within agile
development methods. Obviously, privacy engineering is also not an end in itself but a
sub-activity of system engineering and product development and a means to design systems
and products compliant with data protection legislation and catering to users’ needs and
demands. Hence, the depicted process is also not to be understood as a stand-alone process
but as embedded into a broader system engineering and (product) development process and
needs to include interfaces to security engineering (cf. Art. 32 GDPR).

Companies face a variety of challenges when trying to implement privacy by design and
privacy engineering processes. Overarching challenges refer to the sparsity of privacy
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and data protection experts and to the communication-related and cultural challenges that
arise in the collaboration between technologists and legal staff. Besides these more general
challenges, specific challenges arise in the different process steps. In the following the
individual steps of the reference process and associated challenges are briefly illustrated in
order to inform the discussion on automation potentials.

2.1 Privacy Principles and Protection Goals

For controllers or processors to comply with the data protection by design and default
requirement, systems for processing personal data obviously need to be implemented
under consideration of the relevant obligations laid down in the applicable data protection
regulations. Consequently, the first step in the depicted privacy engineering process refers to
the elicitation of relevant protection goals and privacy-related requirements that the system
needs to achieve or fulfill, respectively. Obviously, these encompass primarily the data
protection principles laid down in the legislation, e.g., the GDPR. Guidelines by various
DPAs and other institutions (e.g. [OE13] or [IS11]) aim to support the translation of these
principles and abstract legal requirements into actionable technical and organizational
requirements. Notably, the SDM [Ko16] provides a mapping of GDPR articles to the data
protection goals proposed by Hansen et al. [HJR15]. It is also advisable to take into account
user expectations and demands regarding privacy and to elicit those using, e.g., user studies.
Not only might considering user expectations increase user satisfaction and acceptance.
Those expectations are also highly relevant in most jurisdictions, e.g. under the GDPR
where reasonable expectations of data subjects play a prominent role in assessing lawfulness
of data processing based on legitimate interest (cf. Recital 47 GDPR).

The protection goals for privacy engineering [HJR15] are general enough in order to provide
guidance for designing systems regardless of their intended domain of deployment. However,
translating legal texts and the obligations specified therein into technical requirements is
often a daunting task. On the one hand, non-legal staff such as software developers often
lack the expertise to interpret legal texts and the knowledge of current legal interpretations
of the law. On the other hand, legal staff often lacks the technological expertise to translate
legal obligations into technical requirements.

Further problems can arise from the novelty of certain systems, e.g., autonomous systems
or IoT systems. In the absence of broad adoption of such systems and the resulting lack of
well-defined social norms and expectations regarding their usage, it is hard to formulate
reasonable expectations of privacy. Consequently, deploying such systems entails the risk
of violating newly forming social norms and expectations of privacy. While this does not
necessarily have to amount to a compliance problem, it has the potential to deter potential
users from using the systems.
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2.2 DPIA and Documentation

The potential risk to privacy and data subjects’ rights and freedoms posed by the system to
be developed needs to be assessed early on in the development process [Eu19]. In many
cases, performing a data protection impact analysis (DPIA) will also be legally required,
e.g., in case a planned processing of personal information is likely to pose a high risk to the
rights and freedoms of the affected data subjects (Art. 35 GDPR). However, as depicted
in Figure 1, it is not sufficient to conduct DPIAs only at the beginning of the engineering
process, especially in case agile development practices are used [ZZ20]. Rather, impact
assessments need to be conducted repeatedly in order to be able to assess whether changes
in the system (either in functionality or in applied measures for data protection) or changes
in the state of the art change the identified risk [Eu19]. The (updated) DPIA results need to
be reflected in all other process steps.

Several aspects make DPIAs challenging. On the one hand, the need to repeatedly update
DPIAs imposes high efforts. This is particularly challenging in case agile development
methods are used and changes to the system occur very often [ZZ20] or service-oriented
architectures are utilized [GG18]. DPIAs require expert knowledge and assessment, which
further increases cost and can delay development when experts are sparse.

DPIA results and information on implemented measures and the actual processing need to
be documented (Art. 35 & 5(2) GDPR). Ideally, documentation of DPIA results, design
decisions, planned processing steps and implemented measures is conducted in parallel to
development. While this will decrease the efforts to be spent after development and during
the operation of the system, it imposes a high effort in the development process.

2.3 Privacy Design Strategies & Patterns

The first process steps focus on initial risk and impact assessment and the elicitation of
requirements. Subsequently, approaches to satisfying those requirements and mitigating
the risks need to be chosen. Privacy Design Strategies “refer to distinct approaches that
can be used to achieve privacy protection” [GTD15], e.g., aggregation of information or
hiding of information. They describe fundamental approaches that can be implemented
using privacy design patterns. A privacy design pattern is “a commonly recurring structure
of communicating components that solves a general design problem within a particular
context” [GTD15]. Privacy design patterns can also be defined as “design solutions to
common privacy problems - a way to translate ’privacy-by-design’ into practical advice for
software engineering”2. For example, encryption can be considered one design pattern for
the “information hiding” strategy [Ho14]. Privacy design patterns are similar to software
design patterns and more detailed or closer to implementation level than privacy design
strategies.

2 https://privacypatterns.org/
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Privacy design strategies can be derived from the data protection principles and protection
goals defined in the relevant regulations and best practice guidelines to be adhered to
in the development process (cf. [Ho14]). Based on the identified requirements, user and
business needs, privacy design strategies should be chosen or developed in the early phases
of product concept development. Some (mandatory) strategies can be directly found in
regulation, e.g., data minimization as laid down in Art. 5 GDPR. Further, the eight privacy
design strategies derived by Hoepman [Ho14] from the OECD privacy guidelines [OE13],
Directive 95/46/EC and the ISO 29100 privacy framework [IS11] can be taken into account.
Finally, user expectations and desires should be considered in the selection or definition of
privacy design strategies.

Challenges related to privacy design strategies refer to the selection of strategies fitting the
planned context and scope of the processing, i.e., strategies that provide an optimal balance
between effectiveness in reducing the impact on data subjects’ rights and freedoms, cost
and utility of the system.

Privacy design patterns can be used to implement a chosen privacy design strategy. A broad
variety of privacy design patterns have been proposed in the literature. Many of those are
collected on the privacypatterns.org website curated by, among others, Jaap-Henk Hoepman,
co-author of [Ho14]. The website not only lists privacy design patterns proposed in the
literature but also assigns them to privacy design strategies as defined in [Ho14]. However,
while privacy patterns are available, it is hard for developers to select and implement fitting
patterns as “privacy patterns are scattered, unrelated, inconsistent, and immature” [Co18].
Further, it still needs to be evaluated whether and under which conditions and assumptions
“classic” patterns are still viable in new domains such as autonomous systems or the IoT.

2.4 Technical and Organizational Measures

In the final step of the presented process, actual measures for implementing the selected
strategies and patterns need to be selected and implemented. The privacy engineering process
provided in Figure 1 culminates in the process steps “Technical and organizational measures”,
whereas the approach presented in [Ho14] puts “privacy-enhancing technologies”. In the
reference process presented here, a broader perspective is chosen in order to emphasize
that technology in general and PETs in particular can not be implemented detachedly
from accompanying organizational measures. Moreover, the broader term is used to clearly
indicate the inclusion of not only PETs but also transparency-enhancing technologies (TETs)
[JWV13, Zi15] as measures for data protection and privacy preservation.

Challenges associated with this step are very similar to those faced in security engineering.
Choosing appropriate technology, methods and artifacts is one side of the challenge. The
other is the correct implementation of the selected solutions, e.g., selecting appropriate
parameters for encryption. Further challenges arise from the application of machine learning
and artificial intelligence to personal data [Pa18].
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3 Potential for Automation

In the following, automation potentials in privacy engineering are illustrated. The investiga-
tion is structured along the steps of the reference process. In particular, I will analyze which
aspects of the individual process steps lend themselves to (semi-)automation and discuss
avenues for future research. The feasibility and desirability of automation are discussed
further in Section 4.

3.1 Privacy Principles and Protection Goals

In this process step, three coarse sub-steps can be delineated. (a) First, relevant legal
requirements and protection goals need to be identified. This entails identification of relevant
legislation, DPA guidelines, the state of the art and user expectations. (b) Subsequently,
relevant parts of these sources need to be identified based on the scope and context of the
planned processing. For example, which of the obligations stipulated in the GDPR will
apply depends on, i.a., whether data will be transferred to third countries, which types and
extent of personal data will be processed or whether the controller will act alone or as a joint
controller with others. (c) Finally, the identified (legal) requirements need to be translated
into technical or organizational requirements specific to the planned processing. Albeit
possibly hard to harness, there is potential for automation or semi-automation in all of these
process sub-step.

Sub-step (a) requires knowledge of the context of the planned processing, e.g., applicable
jurisdiction and applicable laws. Further, knowledge of relevant case law, legal decisions
and DPA opinions and guidelines might be necessary. In the context of international service
contracts, Waldburger et al. [Wa10] address the former and propose and implement a
modeling method and information model for automated determination of jurisdiction and
applicable law. While their approach is not directly transferable to the data protection
domain, it illustrates avenues for future research into automated identification of relevant
laws. At least semi-automation is conceivable in this sub-step, e.g., based on automated
selection of relevant documents based on some input such as a questionnaire.

Once the relevant sources have been identified, the relevant parts, i.e., those including
applicable obligations or requirements, need to be identified in sub-step (b). First examples
of semi-automation or decision-support tools for this sub-step have already been presented.
For example, Colesky et al. [Co19] present a tool to provide information on which recitals
and articles of the GDPR are to be considered based on a questionnaire. Work like this can
constitute the basis for further automation.

Automated elicitation of technical requirements from identified legal text might be based
on work towards formal models of relevant requirement sources, e.g., [Ma08, Me05].
Models of the system as well as the scope and context of the planned processing would
also support automation of sub-step (c). Obviously, a chicken-and-egg problem arises here.
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Notwithstanding, initial models of the planned system or at least the scope and context of
the processing could be used. Several approaches for modeling security-relevant or privacy-
relevant system behavior and requirements have been presented [Ah17b, Ah17a, MG07].
Kalloniatis et al. “provide a set of concepts for modeling privacy requirements in the
organisation domain and a systematic way-of-working for translating these requirements
into system models” [KKG08]. They formally define process patterns for “(1) analysing
the impact of privacy requirement(s) on organisational goals, subgoals and processes
and (2) suggesting of appropriate system implementation technique(s) for realising these
requirements” [KKG08]. Approaches like these might build the basis for automated
requirements analysis or translation and merit further research.

3.2 DPIA and Documentation

Performing a DPIA requires an understanding of the system and the scope and context of
the planned processing. It further requires analysis and assessment of the impact of the
processing on data subjects’ rights and freedoms. Consequently, DPIAs are time-consuming
and require expert input and, hence, seem desirable candidates for automation. Given their
conceptual relation to threat and risk analysis from the field of cyber security and the
progress in automation in that area (cf. Threat Dragon3, MS Threat Modeling Tool4), there is
at least reason to hope, that DPIAs can at least be (semi-)automated, potentially based on the
methods described above. For example, the STRIDE-based LINDDUN [De11] framework
might be extendable into a foundation for semi-automated analysis. In fact, some work in
the direction of DPIA automation have already been conducted. For example, as already
described in [Zi19], the French DPA CNIL provides a tool for performing data protection
impact analysis and generating standardized documentation of the analysis results, which
comes in the form of an interactive questionnaire with knowledge base5. Hence, the tool
supports and formalizes DPIAs, but does not provide full automation.

As already described above, potentials for further automation can be found in the for-
malization of privacy goals (e.g. [MV19]), system behavior and processing context and
model-based engineering (see e.g. [Ah17b, Ah17a, KKG08]). In case a DPIA has to be
updated during the development process and software code is available, code analysis as
applied in the area of cyber security [CM04] but focusing on the flow of personal data might
be another research avenue worth following (e.g. [ML00]).

A more detailed analysis of automation potential in privacy impact assessment processes is
presented in [Zi19], to which I refer the interested reader. A similar investigation in the area
of automation of security engineering is presented in [MF11].

3 https://owasp.org/www-project-threat-dragon/migrated_content
4 https://docs.microsoft.com/de-de/azure/security/develop/threat-modeling-tool
5 https://www.cnil.fr/en/open-source-pia-software-helps-carry-out-data-protection-impact-assesment
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3.3 Privacy Design Strategies and Patterns

As already mentioned in Section 2.3, architects and developers often face difficulties
selecting suitable privacy strategies and patterns. Clearly, this is an area where automation
or decision support tools might be beneficial. (Semi-)Formally described pattern systems
can support automated selection of patterns given a set of requirements. Work towards
pattern systems has been presented, e.g., [Co18]. In addition to supporting pattern selection
with automation, in some instances, it might also be feasible to (semi- )automate the actual
implementation of selected patterns [Bu03].

3.4 Technical and Organizational Measures

Technical and organizational measures need to be implemented in order to protect the
rights and freedoms of data subjects. While this does not seem as a typical candidate for
automation, there are several aspects that exhibit high potential for automation.

Changes to the system will often require the implementation of new measures. Nowadays,
many development and release processes take place in a CI/CD fashion. (Frequent) updates
to a system might lead to changes that impact users’ privacy, be it by design or as a side
effect. Consequently, measures might also have to be updated on system updates. Further,
some updates might need the implementation of new measures.

Automation potential lies in the automated detection of system changes that require adaption
of existing of implementation of new measures. Obviously, this is related to automated
continuous DPIA (see above). Further potential lies in the automated selection of measures
to be updated or newly applied, based on updated DPIA results. Examples exist in the cyber
security area where, e.g., automated code analysis is well established and a variety of tools
exist to automatically recommend measures to be taken to make code more secure.

Still, more research into data flow analysis (see, e.g., [ML00]) and automated pattern
selection (see 3.4) is necessary in order to investigate methods for supporting automated
selection and implementation of technical measures. However, the implementation of
organizational measures will usually not be open to automation.

4 Discussion & Limitations

The previous section briefly outlined automation potentials in privacy engineering and
suggested avenues for future research. However, only an overview has been presented and
many questions deserving further investigation have only been touched upon. For example,
the analysis presented in this paper focused primarily on the design phase and not on the
operation of systems processing personal information. In the operation phase, an interesting
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area for automation is related to data subjects’ rights, e.g., to access data or to erasure of data.
As there is only a rather short window of time for reacting to data subject requests (DSRs),
automation seems highly beneficial. Further, CI/CD and DevOps were discussed only
briefly. For privacy engineering to be truly integrated with modern software development
approaches, it needs to be integrated into CI/CD and DevOps methods and tools, especially
when controllers implement the systems for processing personal data themselves. Future
research into Privacy DevOps might be able to draw from the work in the area of SecDevOps
[MO16].

Controllers that develop own systems for processing personal data will most likely benefit
most directly from automation of privacy engineering, at least from an economic perspective.
Automating time consuming tasks requiring expert input can reduce cost and might be
able to supports consistency in the engineering process. Still, the actual economic impact
of automation in privacy engineering deserves a closer look, as well as the potential of
automation to actually support more consistent, compliant or, generally, privacy-preserving
results in privacy engineering.

Some of the process steps illustrated above are of less technical nature than others. In
particular, privacy and data protection impact assessment often require interpretation and
case-specific balancing of technical, economic and legal aspects. Clearly, such a task
is a less suited candidate for full automation than more mechanical tasks not requiring
balancing decisions. However, besides feasibility, the desirability of automation in privacy
engineering also needs to be discussed. In particular, automation in privacy engineering
needs to be considered in the light of it’s impact on the human rights aspects underlying
data protection regulation and the regulator’s intentions in stipulating DPIAs, balancing
tests and the implementation of measures for ensuring the rights and freedoms of data
subjects. As already hinted at in [Zi19], automated DPIAs (in contrast to manual privacy
impact assessments) might lead to negligence of relevant privacy aspects and a too narrow
focus on compliance [Wr12]. Automation of DPIAs using AI also entails the risk of bias
introduced by biased AI [YW18] and, more generally, the codification into technology of
“one-size-fits-all” approaches in an area where case-specific deliberation is required [PD16].
Still, automation also has the potential to provide for more secure software products, e.g.,
through automated security testing as described above. This in turn can prevent privacy
violations based on data leaks due to insecure systems. Further, automated DPIAs might
also be able to capture a broader spectrum of risks and threats due to a larger knowledge
base compared to individual privacy engineering teams.

5 Conclusion

This paper discussed the potential for automation in privacy engineering. To allow for a more
systematic investigation, it presented a privacy engineering reference process and discussed
the automation potential of the process’s steps individually. Based on the discussion, avenues
for future research were illustrated .
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